
Correlation & Regression 



• Correlation 
 Definition 

 Deviation Score Formula, Z score formula 

 Hypothesis Test 

• Regression 
- Intercept and Slope 

- Un-standardized Regression Line 

- Standardized Regression Line 

- Hypothesis Tests 
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1. Direction 

• Positive (+) 

• Negative (-) 

 

2. Degree of association 

• Between –1 and 1  

• Absolute values signify strength 
 
3. Form 

•  Linear  

•  Non-linear 

Correlation: 3 Characteristics 
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Large values of X = large values of Y,  

Small values of X = small values of Y.  

 

- e.g. IQ and SAT 

Large values of X = small values 
of Y  

Small values of X = large values of 
Y 

 

-e.g. SPEED and ACCURACY 

Negative 
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Linear Non- linear 
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 Correlation: a statistical technique that 
measures and describes the degree of linear 
relationship between two variables 

Obs  X Y  
A  1  1  
B  1  3  
C 3  2  
D  4  5  
E  6  4  
F  7  5  

Dataset 

X 

Y
 

Scatterplot 
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Below average on X Above average on X 

Above average on Y Above average on Y 

Below average on X Above average on X 

Below average on Y Below average on Y 

MEAN of Y 

MEAN of X 

Cross-Product = ))(( YYXX 

For a strong positive association, 
the cross-products will mostly be 
positive 

The logic of regression 
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Below average on X Above average on X 

Above average on Y Above average on Y 

Below average on X Above average on X 

Below average on Y Below average on Y 

MEAN of Y 

MEAN of X 

Cross-Product = ))(( YYXX 

For a strong negative 
association, the cross-products 
will mostly be negative 

The logic of regression 
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Below average on X Above average on X 

Above average on Y Above average on Y 

Below average on X Above average on X 

Below average on Y Below average on Y 

MEAN of Y 

MEAN of X 

Cross-Product = ))(( YYXX 

For a weak association, the 
cross-products will be mixed 

The logic of regression 
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Symbol: r, R 
 
A value ranging from -1.00 to 1.00 indicating the 
strength (look to the number of correlation 
coefficient) and direction (look to the sign of the 
correlation coefficient) of the linear relationship.  
 Absolute value indicates strength  
 +/- indicates direction    
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Assumptions: 
1.The errors in data values are independent 

from one another 
2.Correlation always requires the assumption of 

a straight-line relationship 
3.The variables are assumed to follow a 

bivariate normal distribution 
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  Femur Humerus 

A 38 41 

B 56 63 

C 59 70 

D 64 72 

E 74 84 

Mean 58.2 66.00 

SSX SSY SP 

)( XX  )( YY  2)( XX  2)( YY  ))(( YYXX 

YXSSSS
SP

r 13 



  Femur Humerus 

A 38 41 -20.2 -25 408.04 625 505 

B 56 63 -2.2 -3 4.84 9 6.6 

C 59 70 0.8 4 .64 16 3.2 

D 64 72 5.8 6 33.64 36 34.8 

E 74 84 15.8 18 249.64 324 284.4 

mean 58.2 66.00 696.8 1010 834 

SSX SSY SP 

)( XX  )( YY  2)( XX  2)( YY  ))(( YYXX 

r = 0.99 
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 For a strong positive association, the SP (sum of 
products) will be a big positive number 
 Below average on X Above average on X 

Above average on Y Above average on Y 

Below average on X Above average on X 

Below average on Y Below average on Y 
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 For a strong negative association, the SP will be a 
big negative number 

 

 
Below average on X Above average on X 

Above average on Y Above average on Y 

Below average on X Above average on X 

Below average on Y Below average on Y 
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 For a weak association, the SP will be a small 
number (+ and – will cancel each other out) 

 

 
Below average on X Above average on X 

Above average on Y Above average on Y 

Below average on X Above average on X 

Below average on Y Below average on Y 



 A measure of strength of association:  how closely 
do the points cluster around a line? 

 A measure of the direction of association: is it 
positive or negative? 

 Colton [Colton T. Statistics in Medicine. Little Brown 
and Company, New York, NY 1974] rules: 

▪ R  [-0.25 to +0.25] → No relation 

▪ R  (0.25 to +0.50]  (-0.25 to -0.50] → weak relation 

▪ R  (0.50 to +0.75]  (-0.50 to -0.75] → moderate 
relation 

▪ R  (0.75 to +1)  (-0.75 to -1) → strong relation 
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 The P-value is the probability that you would have found the current 
result if the correlation coefficient were in fact zero (null hypothesis). 

 If this probability is lower than the conventional significance level (e.g. 
5%) (p < 0.05) → the correlation coefficient is called statistically 
significant. 
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Correlation 
coefficient 

p-value 

Sample size 



Not continuous measurements 
The assumption of bivariate normal 

distribution is violated 
Symbol: ρ (Rho Greek Letter) 
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 The sign of the Spearman 
correlation indicates the direction 
of association between X (the 
independent variable) and Y (the 
dependent variable). 

 ρ =1 → the two variables being 
compared are monotonically 
related. N.B. This does not give a 
perfect Pearson correlation. 
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The amount of covariation compared to the 
amount of total variation 

The percent of total variance that is shared 
variance 

E.g.  If r = 0.80, then X explains 64% of the 
variability in Y (and vice versa) 
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A standardized statistic – will not change if 
you change the units of  X or Y.  

The same whether X is correlated with Y or 
vice versa 

Fairly unstable with small n  
Vulnerable to outliers 
Has a skewed distribution 
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 Enciu A, Zamfir CZ, Nicolescu A, Ida A. THE ANALYSIS OF 
CORRELATIONS BETWEEN  THE MAIN TRAITS OF WOOL PRODUCTION  
ON MILK BREED – PALAS. Lucrări Ştiinţifice - Seria Zootehnie ????;57:50-
54. 
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Simple Linear regression 
Multiple linear regression 



 The errors in data values (e.g. the deviation from 
average) are independent from one another 

 Regressions depends on the appropriateness of the 
model used in the fit 

 The independent readings (X) are measured as 
exactly known values (measured without error) 

 The variance of Y is the same for all values of X 
 The distribution of Y is approximately normal for all 

values of X 
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But how do we describe the line? 
 If two variables are linearly related it is 

possible to develop a simple equation to 
predict one variable from the other 

The outcome variable is designated the Y 
variable, and the predictor variable is 
designated the X variable 

E.g. centigrade to Fahrenheit: 
F = 32 + 1.8ºC  

  this formula gives a specific straight line 
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 General form is Y = a + bX 
 The prediction equation: Ỹ = a+ bX 

 a = intercept, b = slope, X = the predictor, Y = the criterion 

 a and b are constants in a given line; X and Y change 

29 

y = 1.8x + 32 
R² = 1 
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 Equation of the line: Ỹ = a + bX 
 The slope b:  the amount of change in Y with one 

unit change in X 
 
 

 The intercept a:  the value of Y when X is zero 
 
 

 The slope is influenced by r, but is not the same as r 
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 Assessment of the strenght of association 
between 2 quantitative variables (normal 
distributed) ―› correlation coefficient 

 Prediction of one variable (Y)  using another 
variable (X) ―› regression 

 




